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Abstract
Comb geometry, constituted of a backbone and fingers, is one of the most simple
paradigm of a two-dimensional structure, where anomalous diffusion can be rea-
lized in the framework of Markov processes. However, the intrinsic properties of
the structure can destroy this Markovian transport. These effects can be described
by the memory and spatial kernels. In particular, the fractal structure of the fingers,
which is controlled by the spatial kernel in both the real and the Fourier spaces,
leads to the Lévy processes (Lévy flights) and superdiffusion. This generalization
of the fractional diffusion is described by the Riesz space fractional derivative. In
the framework of this generalized fractal comb model, Lévy processes are con-
sidered, and exact solutions for the probability distribution functions are obtained
in terms of the Fox H-function for a variety of the memory kernels, and the rate of
the superdiffusive spreading is studied by calculating the fractional moments. For a
special form of the memory kernels, we also observed a competition between long
rests and long jumps. Finally, we considered the fractal structure of the fingers
controlled by a Weierstrass function, which leads to the power-law kernel in the
Fourier space. This is a special case, when the second moment exists for super-
diffusion in this competition between long rests and long jumps.

Keywords: fractal comb, anomalous diffusion, fractional derivatives, fractal
dimension, Lévy processes
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1. Introduction

A comb model is a particular example of a non-Markovian motion, which takes place due to
its specific geometry realization inside a two-dimensional structure. It consists of a backbone
along the structure x axis and fingers along the y direction, continuously spaced along the x
coordinate, as shown in figure 1. This special geometry has been introduced to investigate
anomalous diffusion in low-dimensional percolation clusters [2, 29, 47, 49]. In the last decade
the comb model has been extensively studied to understand different realizations of non-
Markovian random walks, both continuous [1, 4, 13] and discrete [10]. In particular, comb-
like models have been used to describe turbulent hyper-diffusion due subdiffusive traps
[4, 21], anomalous diffusion in spiny dendrites [22, 32], subdiffusion on a fractal comb [19],
and diffusion of light in Lévy glasses [3] as Lévy walks in quenched disordered media [8, 9],
and to model anomalous transport in low-dimensional composites [43].

The macroscopic model for the transport along a comb structure is presented by the
following two-dimensional heterogeneous diffusion equation [2, 29, 47, 49]
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where P x y t, ,( ) is the probability distribution function (PDF),  d yx ( ) and y are diffusion
coefficients in the x and y directions, respectively, with physical dimension  = -m sx

3 1[ ] ,
and  = -m sy

2 1[ ] . The d y( ) function (the Dirac d y( ) function) means that diffusion in the x
direction occurs only at y = 0. This form of equations describes diffusion in the backbone (at
y = 0), while the fingers play the role of traps. Diffusion in a continuous comb can be
described within the continuous time random walk (CTRW) theory [7]. For the continuous
comb with infinite fingers, the returning probability scales similarly to -t 1 2, and the waiting
time PDF behaves as -t 3 2 [34], resulting in the appearance of anomalous subdiffusion along
the backbone with the transport exponent 1/2. In another example of a fractal volume of an
infinite number of backbones, it has been shown that the transport exponent depends on the
fractal dimension of the backbone structure [41]. Natural phenomenological generalization of
the comb model (1) is the generalization of both the time processes, by introducing memory
kernels g t( ) and h t( ), and introducing space inhomogeneous (fractal) geometry, i.e., a power-
law density of fingers described by kernel r x( ) [19, 20, 22]. This modification of the comb
model (1) can be expressed in the form of a so-called fractal comb model

Figure 1. Comb-like structure.
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Here, the memory kernels g t( ) and h t( ) are, in the general case, decaying functions,
approaching zero in the long time limit (see [41] for details of the form of the memory kernels).
The physical dimensions of the diffusion coefficients  d yx ( ) and y depend now on the form
of the memory kernels g t( ) and h t( ). The memory kernels g t( ) and h t( ), and the kernel r x( )5
should be introduced in such a way that these functions do not change the physical meaning of
the diffusion coefficients d yx ( ) andy. Therefore, it is reasonable to introduce these functions
in the dimensionless form, by introducing the time scale τ and the coordinate scale l. This can,
for example, be done in the following way [21]:  t = x y

2 3 and  =l x y, where we use the
fact that the dimension of x is  t= lx

3[ ] , while the dimension of y is  t= ly
2[ ] . This

yields the corresponding change of the kernels g tt( ), h tt( ), and r x l( ), and this leads to the
rescaling of equation (2). To avoid this procedure and keep the diffusion parametersx and y

explicitly, we just state that the diffusion coefficients automatically absorb these scale
parameters, and this rescaling depends on the functional form of g t( ), h t( ) and r x( ). The
function g t( ) contributes to the memory effects in such a way that the particles moving along
the y-direction, i.e., along the fingers, can be trapped. It means that diffusion along the y
direction can be anomalous as well [32, 39]. The function h t( ) is a so-called generalized
compensation kernel [32]. The case g h d= =t t t( ) ( ) ( ) yields the diffusion equation of the
comb model (1). Corresponding CTRW models have been suggested, where the memory
kernels appear in the waiting time [32, 39, 41]. A mesoscopic mechanism of this CTRW
phenomenon has been suggested in [33], as well.

The spatial fractal geometry is taken into consideration by the fractal dimension of the
finger volume (mass) nx∣ ∣ , where n< <0 1 is the fractional dimension, and fingers are
continuously distributed by the power-law. This can be presented as a convolution integral
between the non-local density of fingers and the PDF P x y t, ,( ) in the form [19]

ò r¢ - ¢ ¢
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¥
x x x P x y td , ,( ) ( ), which also can be presented by the inverse Fourier transform

 k kk
n- - P y t, ,x x

1 1
x
[∣ ∣ ˆ ( )], where  r r k k= = n-xx x x

1[ ( )] ˜ ( ) ∣ ∣ 6. This integration also estab-
lishes a link between fractal geometry and fractional integro-differentiation [26, 36, 37] (see
also the discussion in the summary).

As an illustration, a fractal comb is given in figure 2. The fractal comb in figure 2 is a
random form of a middle third Cantor set construction, where a given segment with fingers is
randomly divided in three parts and we delete the middle part. Therefore, we obtain the first
generation which consists of two subsets of fingers. We repeat this middle third procedure for
each subset to obtain the second generation with four random subsets of continuously dis-
tributed fingers. Then, one obtains the third generation, and so on. One should recognize that
a random walk on this fractal comb (either random or regular) leads to correlations, related to
quenched structures [7]. Therefore, the random structure of the comb induces correlation
between successive trapping times in the fingers. In some cases of large scales, such random
walks, can be renormalized to a CTRW model, and the quenched aspect can be neglected by
using an effective trapping time PDF, as discussed in [7].

5 Note that the density of fingers is ò rx xd ( ).
6 The Fourier transform of f(x) is given by  òk = = k

-¥

¥
F f x x f xd ei x˜( ) [ ( )] ( ) . Consequently, the inverse Fourier

transform is defined by  òk k k= =
p

k-
-¥

¥ -f x F Fd e i x1 1

2
( ) [ ˜( )] ˜( ) .
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The Comb model (2) for n = 1 reduces to a generalization of continuous comb model for
anomalous and ultraslow diffusion. Furthermore, for g h d= =t t t( ) ( ) ( ) the ‘classical’ comb
model (1) is recovered, as well. The anomalous diffusion processes are characterized by
power-law dependence of the mean square displacement (MSD) on time ax t t2⟨ ( )⟩ , where
the anomalous diffusion exponent α is less than one for subdiffusive processes and greater
than one for superdiffusive processes, see e.g. [35]. The comb model (2) for
g h= =

mG -

m-
t t t

1
( ) ( )

( )
( m< <0 1) yields the fractional comb model considered in [22, 32],

where the fractional derivatives appear in the form of the Caputo time fractional derivative
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and the Riemman–Liouville fractional integral
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This paper is organized as follows. In section 2 we give analytical results for generalized
fractal comb model. Different memory kernels are used and anomalous superdiffusion is
observed. The connection between fractal structure of fingers and the Riesz fractional deri-
vative is presented in section 3. A summary is given in section 4. At the end of the paper an
additional material necessary for understanding of the main text is presented in the appen-
dices. These relate to definitions and properties of the Mittag–Leffler, Fox H and Weierstrass
functions. Calculations of the PDFs and fractional moments are also presented in appendix A.
Here we stress that we perform exact analytical analysis throughout the whole manuscript.

2. Model formulation and solution

At the first step of the present analysis let us understand the role of the d y( ) function in the
highly inhomogeneous diffusion coefficients in equations (1) and(2). One should recognize

Figure 2. Fourth generation of a random one-third Cantor set. This fractal comb is a
form of a middle third Cantor set construction [15], where each segment is randomly
divided in three parts. The second slice is the first generation of the smallest part of the
third generation of the Cantor set, shown in the upper slice.
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that the singularity of the x component of the diffusion coefficient results from the Liouville
equation; it is the intrinsic transport property of the comb models(1) and(2). Note that this
singularity of the diffusion coefficient relates to a non-zero flux along the x coordinates. Let
us consider the Liouville equation

¶
¶

+ =
t
P jdiv 0, 5( )

where the two-dimensional current d= = - -¶
¶

¶
¶

j j y P Pj , ,x y x y( )( ) ( ) describes the

Markov processes in equation (1). However, diffusion in both the backbone and fingers
can be in general non-Markovian processes, which is reflected in equation (2). Moreover the
fingers can be inhomogeneously distributed as occurs in dendritic spines, where the spines
are randomly (rather than uniformly) distributed [16]. In this case the two-dimensional
current reads
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Equation (5) together with equations (6) and (7) can be regarded as the two-dimensional non-

Markovian master equation. Integrating equation (5) over y from - 2 to  2:



ò- yd ...

2

2
,

one obtains for the lhs of the equation, after application of the middle point theorem,
 =¶
¶

P x y t, 0,
t

( ), which is exact in the limit   0. This term can be neglected in the limit
  0. Considering integration of the rhs of the equation, we obtain that the term responsible
for the transport in the y direction reads from equation (7)
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This corresponds to the two outgoing fluxes from the backbone in the y directions:
= + + = -F y F y0 0y y( ) ( ). The transport along the x direction, after integration of

equation (6), is
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Here, we take a general diffusivity function in the x direction  y( ) (instead of  d yx ( ) in
equations (5) and(6)). It should be stressed that the second derivative over x, presented in the
form ⎡⎣ ⎤⎦  = + - -¶

¶
¶
¶

¶
¶

P P x P x2 2
x x x

2

2 ( ) ( ) as   0, ensures both incoming and

outgoing fluxes for Fx along the x direction at a point x. After integration over  Î - +y ,[ ],
the Liouville equation is a kind of the Kirchhoff’s law: + + - +F Fx x( ) ( )

+ + - =F F 0y y( ) ( ) for each point x and at y = 0. Since ¹j 0x , outgoing fluxes are not
zero, the flux º + + -F F Fx x x( ) ( ) has to be nonzero as well:  ¹F 0x ( ) . Therefore,
  ¹D y 0 0( ) . Taking the diffusion coefficient in the form  


=

p +
y

y

1 x
2 2( ) , one obtains in

the limit   0 a nonzero flux Fx with   d=y yx( ) ( ), which is the diffusion coefficient in
the x direction in equations (2),(5) and(6). The relations between kernels g t( ), h t( ) and
g¢ t( ), and h¢ t( ) in equations (2) and(5),(6) and(7) can be established in the Laplace space.
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Namely, performing the variable change in the Laplace space  g g= ¢t t[ ( )] [ ( )] and
  h h g= ¢ ¢t t t[ ( )] [ ( )] [ ( )] one arrives at equation (2).

Presenting the last term in equation (2) in the Fourier inversion form, equation (2) reads
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where r ~ n-x x 2( ) ∣ ∣ is used. Therefore, equation (8) can be presented by means of the Riesz

space fractional derivative7 ¶
¶

n

n

-

-x

1

1∣ ∣
of order n< - <0 1 1 [39]. This fractional derivative

appears as a result of presenting the fingers density n-x 1∣ ∣ in the form of the Fourier
transform8. This natural generalization of equation (8) establishes a relation between the
fractal geometry of the medium and fractional integro-differentiation, where the reciprocal
fractional density k n-

x
1∣ ∣ leads to the fractional Riesz derivative of the order n< - <0 1 1.

We also admit here that for n = 1 (r d=x x( ) ( )) we call equations (2) and (8) a ‘continuous’
comb, while for n < 1 it is a ‘fractal’ comb model.

2.1. PDF and the q-th moment along the backbone

To understand the properties of anomalous diffusion, one calculates the MSD. However, the
MSD can diverge for Lévy processes. In this case one calculates a fractional q-th moment,
which is obtained here.

The Fourier–Laplace transforms of equation (8) yield
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Here we use the initial condition k k = =P t, , 0 1x y˜( ) . Substituting equation (10) in
equation (9), one obtains
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7 The Riesz fractional derivative of order α ( a<0 2) is given as a pseudo-differential operator with the Fourier
symbol k- a∣ ∣ , k Î R [17, 38], i.e.,  k k= - a¶
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8 Originally the finger term reads  n- ¶
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2∣ ∣ ( ), see [19].
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Taking k = 0y in equation (11), which eventually leads to the reduced PDF
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Equation (12) corresponds to the fractional diffusion equation for the reduced distribution
p x t,1 ( ), which describes both Lévy flights with traps and subdiffusion,
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Here the Riesz space fractional derivative is of order a = n+ 23

2
, while integro-

differentiation with respect to time is presented in the Caputo form.
Introducing a waiting times PDF y t( ), which in the Laplace space is given by
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s s
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reduces to the standard time derivative ¶
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,

yields [23] x = b- -s s
1 1ˆ ( ) . Then the lhs of equation (14) corresponds to the Caputo fractional

derivative of the order of β, defined in equation (3). Therefore, the power-law tail of the
kernel x t( ) determines the Caputo fractional derivative (3).

It is worth mentioning that the solution of equation (8) in the Fourier–Laplace space
k s,x( ) can be written as

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

k
k

k= -P y s
sg s

y f s, , exp
,

, , 15x
x

y
x

ˆ̃( ) ˆ̃( ) ∣ ∣ ˆ̃ ( ) ( )

where f x t,( ) and g x t,( ) are functions standing for the derivation. We find that

k g k= n-g s s,x x
1ˆ̃ ( ) ˆ ( )∣ ∣ and kf s,x

ˆ̃ ( ) is given by equation (10), from where the Fourier

transform in respect to y, gives the same expression for k kP s, ,x y
ˆ̃ ( ) as in equation (11).

The q-th fractional moments can be analyzed for various forms of the kernels g t( ) and
h t( )
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where a< < <q0 2. One considers the q-th fractional moments with a<q , since the
MSD for Lévy processes governed by equation (14) does not exist. Therefore, instead of the
MSD one can analyze its analogue related to the q-th moment, x t q q2⟨∣ ( )∣ ⟩ [35]. From relation
(12) one obtains
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The case with n = 1, i.e., a = 2 (continuous comb), yields
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from where for q = 2 we recover the result for the MSD [41]
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Now setting different functional behaviors of the kernels g t( ) and h t( ), one can observe
various diffusion regimes, along both the x and y directions.

2.2. Special case I: Lévy distribution

When g d=t t( ) ( ), i.e., g =s 1ˆ ( ) , and h =
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t t
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x =s 1ˆ ( ) , we obtain the Markovian transport equation for superdiffusion along the backbone




¶
¶

=
¶
¶

a

at
p x t

x
p x t,

2
, . 21x

y
1 1( )

∣ ∣
( ) ( )

Taking the initial condition d+ =p x x, 01 ( ) ( ) and the boundary conditions

¥ = ¥ =¶
¶

p t p t, , 0
x1 1( ) ( ) (see appendix A), one obtains the solution of equation (21)

⎜ ⎟

⎡

⎣

⎢⎢⎢⎢⎛
⎝

⎞
⎠

⎤

⎦

⎥⎥⎥⎥


a
= a

a a

a

p x t
x

H
x

t

,
1 1, , 1, , 1,

1, 1 , 1, , 1,
, 221 3,3

2,1

2

1

1 1 1
2

1 1
2

x

y

( ) ( ) ( )
( ) ( )

( )
∣ ∣

∣ ∣

( )
( )

where
⎡
⎣
⎢⎢

⎤
⎦
⎥⎥H z

a A

b B

,

,p q
m n p p

q q
,
, ( )

( )
is the Fox H-function [31] (see also a brief introduction in

appendix C).
Therefore, the q-th moment reads (see calculations in appendix A)

a
=

G +
a

a
x t C q

t

q1
, 23q

q
⟨∣ ( )∣ ⟩ ( )

( )
( )

where aC q( ) is defined in equation (18). From equation (23) one obtains
n+x t tq q2 4 3⟨∣ ( )∣ ⟩ ( ) which corresponds to superdiffusion (Lévy flights [48]) since

n< <0 1. The same superdiffusive behavior is observed when g h=-s s s1 2 ˆ ( ) ˆ ( ), which
means x =s 1ˆ ( ) . Note that equation (9) describes a typical competition between long rests and
long jumps [35]. Contrary to the case described in [19, 32], in the present analysis,
superdiffusion can be dominant not only due to the fractional (power-law) distribution of the
fingers with n< <0 1, but also due to the specific choice of the time kernels h t( ) and g t( ).
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2.3. Special case II: competition between long rests and Lévy flights

Now we consider the power-law memory kernels in the form g h= =
mG -

m-
t t t

1
( ) ( )

( )
,

m< <0 1. From equation (13) we find x = m-s s 2ˆ ( ) , which yields in the time domain that

x =
mG

m- -
t t

2

1 2

( )
( )

( )
. Therefore, the space–time fractional diffusion equation for the reduced PDF

p x t,1 ( ) is a non-Markovian trasport equation for superdiffusion along the backbone




=
¶
¶

m
a

a
-D p x t

x
p x t,

2
, , 24C t

x

y

1 2
1 1( )

∣ ∣
( ) ( )

where m-DC t
1 2 is the Caputo time fractional derivative (3) of order m< - <1 2 1 2 1, and

¶
¶

a

ax∣ ∣
is the Riesz space fractional derivative of order a = n+3

2
. The initial condition is

d+ =p x x, 01 ( ) ( ), and the boundary conditions are defined at infinities ¥ =p t,1 ( )
¥ =¶

¶
p t, 0

x 1 ( ) . Taking into account the initial and the boundary conditions, one obtains
the solution of equation (24) in terms of the Fox H-function (see appenfix A, equation (A.8))

⎜ ⎟

⎡

⎣

⎢⎢⎢⎢⎛
⎝

⎞
⎠

⎤

⎦

⎥⎥⎥⎥


a
=

m
a

a
m
a

a
-

-

p x t
x

H
x

t

,
1 1, , 1, , 1,

1, 1 , 1, , 1,
. 251 3,3

2,1

2
1 2

1

1 1 2 1
2

1 1
2

x

y

( )( ) ( )
( ) ( )

( )
∣ ∣

∣ ∣

( )
( )

Repeating the calculation of the fractional q-th moment in equation (A.9), one obtains

=
G +

a m
a
-

m
a
-

x t C q
t

q1
, 26q

q

2

2

2
2

( )⟨∣ ( )∣ ⟩ ( ) ( )

which also yields m a-x t tq q2 2⟨∣ ( )∣ ⟩ ( ) . One concludes here that superdiffusion appears for
m n+ <2 1, and subdiffusion takes place for m n+ >2 1. These effects result from the
combination of the memory kernels that eventually leads to the competition between long
rests and long jumps. Note that in the limit case of n = 1, there is subdiffusion with the
correct MSD m-x t t2 1 2⟨ ( )⟩ [35, 42].

2.4. Special case III: distributed order memory kernels

Note that there are many choices of the memory kernels that can lead to more specific
situations. For example, as is shown in [11, 27, 39], distributed order memory kernels can
lead to a strong anomaly in fractional kinetics such as ultra-slow diffusion, where for example
the Sinai diffusion [45] is one of the best-known realizations of anomalous kinetics.

Let us consider the distributed order memory kernel of the form [11, 12, 24, 27]

òg m
m

=
G -

m-
t

t
d

1
, 27

0

1
( )

( )
( )

which yields g = -s s

s s

1

log
( )

( )
[11, 27], and for h d=t t( ) ( ) one obtains x = -s

s

s

s

1 1

log
( ) . For the

calculation of the q-th moment, it is convenient to use here the Tauberian theorem [17], which
states that for a slowly varying function L(t) at infinity, i.e., =¥lim 1t

L at

L t

( )
( )

, >a 0, if

r-R s s L
s

1( )ˆ ( ) , s 0, r 0, then =
r

r-
G

-r t R s t L t1 1 1( ) [ ˆ ( )] ( )
( )

,  ¥t . Therefore,
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applying the Tauberian theorem, one obtains the behavior of the fractional q-th moments in
the long time limit

⎜ ⎟ ⎜ ⎟
⎡
⎣
⎢⎢

⎛
⎝

⎞
⎠

⎤
⎦
⎥⎥

⎡
⎣
⎢⎢

⎛
⎝

⎞
⎠

⎤
⎦
⎥⎥ =

-
a a a

- -
a a

a x t C q
s

s

s
C q

s s
C q t

1 log

1

1
log

1
log , 28q 1 1

q q

q2
2

2⟨∣ ( )∣ ⟩ ( ) ( ) ( ) ( )

which yields ax t tlogq q2 1⟨∣ ( )∣ ⟩ . This result also contains the correct limit of the continuous
comb with n = 1 (a = 2), when the MSD reads 


x t tlog2 1 2x

y
⟨ ( )⟩ [41]. It should be

stressed that ultra-slow diffusion takes place here even in the presence of the Lévy flights.
However the latter affects only the power of the logarithm, since ultra-slow diffusion is the
robust process with respect to the inhomogeneous distribution of the fingers.

For a more general distributed order memory kernel of the form [12]

òg m lm
m

=
G -

l
m

-
-

t
t

d
1

, 29
0

1
1( )

( )
( )

where l > 0, one obtains for the long time limit g lG +
l

s
s

1

log
s

1( ) ( ) , and for h d=t t( ) ( ) the q-th

moment reads

⎡

⎣
⎢⎢⎢

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

⎤

⎦
⎥⎥⎥

⎛
⎝⎜

⎞
⎠⎟

l nG + G +
a

l

a

l
-

a
a

 x t C q
s

C q
t1 log

1

log

1
. 30q s1

1
q

q2
2

⟨∣ ( )∣ ⟩ ( )
( )

( )
( )

( )

This q-th moment behavior eventually yields
n

a

G +

l
x t q q t2 log

1

1( )⟨∣ ( )∣ ⟩
( )

, which also

contains the limiting case of the continuous comb with the MSD 
 lG +

l
x t t2 log

1
x

y

2

⟨ ( )⟩
( )

[41].

2.5. Diffusion along fingers

One easily finds that the solution (11) does not describe diffusion in the y direction. Indeed, it
follows from equation (11) that

k =p s
s

,
1

, 31y2ˆ̃ ( ) ( )

where ò=
-¥

¥
p y t x P x y t, d , ,2 ( ) ( ), which means that d=p y t y,2 ( ) ( ), from where one

obtains that the MSD along the y-direction is equal to zero. However diffusion in the y
direction does take place with the diffusivity y. To resolve this paradox, one should
understand that the MSD is obtained by averaging over the total volume, which yields zero
power of the set: ò ~ =n n

¥
-

¥
-x x Llim d lim 0L L

L
L

1

0
1 1 . To obtain a finite result, one has

to average over the fractal volume nL . Therefore, the Fourier inversion over the fractal
measure k kn- dx x

1∣ ∣ yields for the MSD
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⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

⎡

⎣
⎢⎢⎢

⎤

⎦
⎥⎥⎥

⎡

⎣
⎢⎢⎢

⎤

⎦
⎥⎥⎥

⎡
⎣⎢

⎤
⎦⎥




 



   







k
k k k

g k k

g k k
g x

x k

g
x

x k g

= -
¶
¶

=
-

+ +

=
+

=

n

k k

n

n

k k

k

- -

= =

-
-

-

= =

-

=

-

n

n

+

+

y t P s

s s

s s

s s s

s s

s s

s s

s s s s

, ,

2 6

2
1

2
1

, 32

y
x y x

y y x y

y x y x

y
x

y

2 1
2

2
1

0, 0

1
2 1 2

1 2 3
2

0, 0

1
2

2
0

1
2

x y

x

y
x y

x

y
x

3
2

3
2

⟨ ( )⟩ ˆ̃( )∣ ∣

ˆ ( ) ∣ ∣
( ˆ ( ) ∣ ∣ )

· ˆ ( ) ˆ ( )
ˆ ( ) ∣ ∣

ˆ ( )
·

ˆ ( )
ˆ ( ) ∣ ∣ ˆ ( )

( )

where k kP s, ,x y
ˆ̃ ( ) is given by equation (11). This result is the same as the one obtained for

the generalized continuous comb model n = 1 [41], which follows from equation (11) for
n = 1. We finally note that for the various forms of the memory kernel g t( ) one can
find different diffusive regimes along the fingers, such as anomalous and ultraslow
diffusion.

3. Fractal structure of fingers and the Weierstrass function

3.1. General solution of the problem

Let us rewrite the last term in equation (2) in the form of the convolution with the Weierstrass
function in the Fourier kx space. This reads

 òp
k k k k

¶
¶

¢ Y - ¢ ¢
-¥

¥

y
P y t

1

2
d , , . 33y x x x x

2

2
( ) ˜( ) ( )

Here k kY - ¢x x( ) is the Weierstrass function [5, 40] with the scaling property

Y Yz l
l

b
z , 34( ) ( ) ( )

which, for example, can be defined by the procedure suggested in appendix C.
This scaling property leads to the power-law asymptotic behavior of the Weierstrass

function Y ~ n-z
z

1
1( ) ¯ , where n = b llog log¯ , with the fractal dimension n< <0 1¯ . There-

fore, the term in equation (33) can be presented in the form of the Riesz fractional integral in
the reciprocal Fourier space

 òp
k

k
k k

¶
¶

¢
¢

- ¢ n-¥

¥

-y

P y t1

2
d

, ,
. 35y x

x

x x

2

2 1

˜( )
∣ ∣

( )
¯

Applying the inverse Fourier transform in respect to kx , and changing the order of integration,
one obtains

⎡
⎣⎢

⎤
⎦⎥  òp

k k
k k

¶
¶

¢ ¢
- ¢

=
¶
¶k n n

n-

-¥

¥

-
-

y
P y t C x

y
P x y t

1

2
d , ,

1
, , , 36y x x

x x
y

2

2
1

1

2

2x
˜( )

∣ ∣
∣ ∣ ( ) ( )

¯
¯
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where n= Gn
npC cos
2

( ¯ )¯
¯ . Thus, equation (2) becomes





ò òg d h¢ - ¢
¶
¶ ¢

¢ = ¢ - ¢
¶
¶

¢

+
¶
¶

n
n-

t t t
t

P x y t y t t t
x

P x y t

C x
y

P x y t

d , , d , ,

, , . 37

t

x

t

y

0 0

2

2

2

2

( ) ( ) ( ) ( ) ( )

∣ ∣ ( ) ( )¯
¯

Note that in contrast to equation (2), here the continuous comb model corresponds to the limit
with n = 0¯ . In this mean n̄ is dual to ν with the relation n n+ = 1¯ . Performing the Laplace
transform, one obtains

 g d d d h- =
¶
¶

+
¶
¶

n
n-s sP x y s x y y s

x
P x y s C x

y
P x y s, , , , , , .

38

x y

2

2

2

2
ˆ ( )[ ˆ ( ) ( ) ( )] ( ) ˆ ( ) ˆ ( ) ∣ ∣ ˆ ( )

( )

¯
¯

By analogy with equation (15), the solution of equation (38) can be presented in the form

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

= -P x y s
sg x s

y f x s, , exp
,

, , 39
y

ˆ ( ) ˆ ( ) ∣ ∣ ˆ ( ) ( )

where g x s,ˆ ( ) is obtained from the condition that the second derivative of the exponential
compensates the first term in the lhs of equation (37). This reads

g=
n

ng x s
C

s x,
1

, 40ˆ ( ) ˆ ( )∣ ∣ ( )
¯

¯

and the solution P x y s, ,ˆ ( ) becomes

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

g
= -

n

nP x y s
C

s s
x y f x s, , exp

1
, . 41

y

2ˆ ( ) ˆ ( ) ∣ ∣ ∣ ∣ ˆ ( ) ( )
¯

¯

From here we find that


ò= =
-¥

¥
p x s y P x y s

sg x s
f x s, d , , 2

,
, , 42

y
1ˆ ( ) ˆ ( )

ˆ ( )
ˆ ( ) ( )

and

= =P x y s f x s, 0, , . 43ˆ ( ) ˆ ( ) ( )

Integrating equation (38) over y and taking into account equation (40), one obtains the
boundary value problem for the Green function f x s,ˆ ( ) with zero boundary conditions at
infinities




g
h
g

d-
¶
¶

=n
n-C

s

s
x f x s

s

s x
f x s x2 , , . 44

y
x

1 2 2
2

2ˆ ( )
∣ ∣ ˆ ( ) ˆ ( )

ˆ ( )
ˆ ( ) ( ) ( )¯

¯

Following the standard procedure, we consider the homogeneous part of the equation, which
reads




g

h
=

¶
¶n

n-C
s s

s
x G x s

x
G x s2 , , . 45

y
x

1 2 2
2

2

ˆ ( )
ˆ ( )

∣ ∣ ˆ ( ) ˆ ( ) ( )¯
¯
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3.2. Special case with γ ðt Þ ¼ ηðt Þ ¼ δ ðt Þ

To be specific, we consider first a special case with g h= =s s 1ˆ ( ) ˆ ( ) . Thus equation (45)
reads




=

¶
¶n

n-C s x G x s
x

G x s
2

, , . 46
y

x

1 2 1 2 2
2

2
∣ ∣ ˆ ( ) ˆ ( ) ( )¯

¯

It is symmetric with respect to  -x x and has a form of the Lommel differential equation
 - =z-u x c x u x 02 2 2( ) ( ) [18]. The solution is given in terms of the Bessel functions

=
z

z
z

u x x Z i xc
1

2 ( )( ) , where = +
z z z

Z x C J x C N x1 21
2

1
2

1
2

( ) ( ) ( ). Here
z

J x1
2

( ) is the Bessel

function of the first kind and
z

N x1
2

( ) is the Bessel function of the second kind (Neumann
function). Therefore, the solution of equation (46) reads

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟



n
=

-nn

n

-

-
G x s x Z i C s x,

4

4

2
. 47

y

x

1 4 1 42
4

4
4ˆ ( )

¯
( )¯¯

¯

Due to the zero boundary conditions, Green’s function (47) is given by the modified Bessel
function (of the third kind)

n-
K z2

4
( )

¯
, which can be expressed in terms of the Fox H-function as

well (see relation (B.9))

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥









n

n

=
-

=
- -

n

n

n n- -

n

n

n

-

-

-

G x s x K C s x

x
H

C
x s

,
4

4

2

2

4

4

2
, 1 , , 1 . 48

y

x

y

x

1 4 1 4

0,2
2,0

1 2

2
1 2 1

4
1

4

2
4

4
4

4
2 ( ) ( )

ˆ ( )
¯

( ¯ )
( )

¯

¯
¯ ¯

¯

¯

¯

Considering the inhomogeneous Lommel equation (44), we use the solution
 = =n nf x s s G x s s G y s, , ,ˆ (∣ ∣ ) ( ) ˆ (∣ ∣ ) ( ) ˆ ( )¯ ¯ obtained in equation (44), where =y x∣ ∣, and

n s( )¯ is a function which depends on s,

-
¶
¶

= =
y

f y s2 0, 1. 49x
ˆ ( ) ( )

Substituting equation (48) in equation (44), and using relations (49), and (B.9), one obtains

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟





n n
=

- G -
n n

n

n-
-

-

-
n

n

-

-s C s
2

4

1 4

4

2
, 50

x

y

x
2
4

1 2
2

1
4

1
2 4

( )( )
¯ ( ¯ )

( )¯ ¯
¯

¯

¯

( ¯ )

which yields the solution of equation (44)

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥











n n

n

=
- G -

´
- -

n
n

n

n

n n

-
-

-

-

- -

n

n

n

-

-

-

f x s C s x

H
C

x s

,
1

4

1 4

4

2

4

4

2
, 1 , , 1 . 51

x

y

x

y

x

2
4

1 2
2

1 2

0,2
2,0

1 2

2
1 2 1

4
1

4

1
4

1
2 4

4
2

( )
( ) ( )

ˆ ( )
¯ ( ¯ )

∣ ∣

( ¯ )
∣ ∣ ( )

¯
¯

¯

¯
¯ ¯

¯

( ¯ )

¯
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From relations (42) and (B.7), one finds the solution for the reduced PDF p x t,1 ( )9

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎡

⎣
⎢⎢⎢

⎤

⎦
⎥⎥⎥













n n

n

=
- G -

´
- -

n
n
n

n

n

n
n

n n

-
-

-

-
-

- -

n n

n
n

n

- -

-
-

-

p x t
C

C
x

t

H
C x

t

,
4

1 2 4

4

2

4

4

2 , 1 2

, 1 , , 1
. 52

y

x

y

x

y

x

1

1 2

2
4

1 2
2

1,2
2,0

1 2

2 1 2

5
2 4

1
4

1
4

1
4 1

2

3
2 4

4
2 ( )

( )

( ) ( )

( )
¯ ( ¯ )

∣ ∣

( ¯ )
∣ ∣ ( )

¯
¯
¯

¯

¯
¯

( ¯ )

¯ ¯

¯ ¯

¯
( ¯ )

¯

Solution (52) describes a subdiffusive behavior with the MSD

ò=
¥

n-x t x x p x t t2 d , , 532

0

2
1

2
4⟨ ( )⟩ ( ) ( )¯

where the transport exponent changes in the range < <
n-

1

2

2

4

2

3¯
. Note that the limiting case

with n = 0¯ results in the continuous comb with the MSD x t t2 1 2⟨ ( )⟩ .

3.3. Special case with γ ðt Þ ¼ δ ðt Þ and ηðt Þ ¼ t �1=2=Γð1=2Þ

Next we consider the case with the kernels g =s 1ˆ ( ) and h = -s s 1 2ˆ ( ) 10, which yields
equation (45) in the form




=

¶
¶n

n-C s x G x s
x

G x s
2

, , . 54
y

x

1 2 2
2

2
∣ ∣ ˆ ( ) ˆ ( ) ( )¯

¯

Following the same procedure as above, we find the PDF p x t,1 ( ) in the form
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9 One can easily check from relations (B.3) and (B.5) that p x t,1 ( ) is normalized ò =
-¥

¥
x p x td , 11 ( ) .

10 For the continuous comb (21), these memory functions give superdiffusion for the case n< <0 1, and normal
diffusion for n = 1.
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which is normalized to one as well, and is of stretched exponential form. Here we used
relations (B.4) and (B.11). The MSD now reads

ò=
¥

n-x t x x p x t t2 d , . 562

0

2
1

4
4⟨ ( )⟩ ( ) ( )¯

This solution describes superdiffusion with the transport exponent ranging in the interval
< <

n-
1 4

4

4

3¯
, which is enhanced diffusion in comparison to the solution in equation (52).

This is a Levy-like process, where the CTRW with spatio-temporal coupling takes place. The
diffusion in the x direction is enhanced due to the generalized compensation memory kernel
h =

G

-
t t

1 2

1 2

( )
( )

11. The long jumps on the fractal comb are penalized by long waiting times.
This mechanism leads to the stretched exponential behavior in the last line of equation (55),
which eventually yields the finite MSD. The case with n = 0¯ recovers the result of the
continuous comb with x t t2⟨ ( )⟩ .

4. Summary

We considered Lévy processes in a generalized fractal comb model, which is derived from
general properties of the Liouville equation, and we presented an exact analytical analysis of
the solutions of equation (2) for the probability distribution function (PDF) for anomalous
diffusion of particles for various realizations of the generalized comb model. Comb geometry
is one of the most simple paradigms where anomalous diffusion can be realized in the
framework of Markovian processes as in equation (1). However, the intrinsic properties of the
structure can destroy this Markovian transport. These effects violate the Markov considera-
tion of equation (1) and lead to the introduction of the memory h t( ), g t( ), and spatial r x( )
kernels in equation (2). The fractal structure of fingers, which is controlled by the spatial
kernel r x( ) in the form of the power-law distributions in both real and Fourier spaces, leads to
the Lévy processes (Lévy flights) and superdiffusion. In the former case, when the spatial
kernel is defined in the real space, this effect is manifested by the Riesz fractional derivative
of the order of a n= + <3 2 2( ) , where ν is the fractal dimension of the fingers. This was
observed for the first time in [19], where a qualitative analytical analysis has been suggested.
In the present analysis, this problem is solved exactly and exact analytical solutions are
obtained in the form of the Fox H-functions. In some extend, here we demonstrated an
application of the Fox H-functions in solving anomalous diffusion equations. The interplay
between the spatial kernel and the memory kernels, controlled by the heavy tail exponent μ, is
reflected in the transport exponent of the anomalous diffusion m

a
-2 , such that when

m n+ <2 1 there is superdiffusion. In the opposite case when m n+ >2 1 subdiffusion takes
place. For the completeness of the analysis, cases with distributed order memory kernels are
also investigated by employing the Tauberian theorem. As a result, we obtained ultra-slow
diffusion. It is a robust slow process, which cannot be destroyed by the Lévy flights. Finally,
we considered the fractal structure of the fingers controlled by the Weierstrass function, which
leads to the power-law kernel in the Fourier space. A superdiffusive solution in equation (55)
is found as well. It is expressed in the form of a stretched exponential function (55). It is a
special case, when the second moment exists for superdiffusion, since the Lévy flights are
interrupted by fingers-traps with the power-law waiting time PDF. In this case, the super-
diffusive MSD is exactly calculated from the second moment = n-x t t2 4

4⟨ ( )⟩ .

11 The presence of this compensation memory kernel in the continuous comb model (2) yields normal diffusion in
the x direction in comparison to the subdiffusive behavior with the transport exponent equals to 1/2 in the classical
comb model (1).
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In conclusion, we discuss the question on the relation between fractal structures (such as
those shown in figure 2) and fractional Riesz derivative as a reflection of the Lévy dynamics.
This problem has been considered in many studies [6, 19, 25, 26, 36, 37, 44]. Here, we are
also concerned with the question of what kind of information is neglected when random walk
on quenched fractal structure is described by the Riesz fractional integral12. The answer is as
follows. The fractal structure, akin to that in figure 2, can be described for example by the
Weierstrass function, which depends on two parameters l and b, which lead to the scaling in
equation (C.6) and to the log periodicity, and as well as to the fractal volume with the fractal
dimension n = b llog log¯ ( ) ( ). However, the asymptotic approximation contains only the
fractal volume, while the self-similarity and log periodicity properties are already lost. This
expression is explicitly obtained in appendix C. In this case a regular fractal is considered as a
random fractal with the fractal volume nx∣ ∣ . It should be admitted that in section 2, our
construction of the Riesz space fractional integration by means of the power law kernel r x( )
is exact. In this sense, our analytical description of the Lévy process is exact, however, its
relation to the Cantor set of the fingers is just illustrative. A rigorous coarse-grained proce-
dure, which relates the fractal structure of the comb fingers to the Riesz fractional derivative
has been established in [19]. The situation changes dramatically in section 3, where the
Weierstrass function describes rigorously the fractal comb. However, in our analytical
treatment we use only its asymptotic approximation [6] to obtain fractional integro-differ-
entiation. As stated above, in this case all information on self-similarity and log periodicity
is lost.
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Appendix A. Solution of equations (21) and (24)

We note, first, that equation (21) is a particular case of equation (24), which is a general form
of a space–time fractional diffusion equation

=
¶
¶

> -¥ < < +¥l
l a

a

a
D p x t

x
p x t t x, , , 0, , A.1C t 1 , 1( )

∣ ∣
( ) ( )

where lDC t is the Caputo time fractional derivative (3) of order l< <0 1, ¶
¶

a

ax∣ ∣
is the Riesz

space fractional derivative of order a< <1 2, and l a, is the generalized diffusion
coefficient with physical dimension  =l a

a l-m s,[ ] . The boundary conditions at infinities are

¥ =
¶
¶

¥ = >p t
x

p t t, 0, , 0, 0, A.21 1( ) ( ) ( )

12 This relates to the link between fractal geometry and fractional integro-differentiation [36], which is constituted in
the procedure of averaging an extensive physical value that is expressed by means of a smooth function over a Cantor
set, which leads to fractional integration. However, as criticized in [37], the Cantor set ‘as a memory function allows
for no convolution’. In its eventual form, the link has been presented in [36] as an averaging procedure over the log
periodicity of the fractal.
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while the initial condition is

d= -¥ < < +¥p x x x, 0 , . A.31 ( ) ( ) ( )

Applying the Fourier–Laplace transform in equation (A.1), and accounting the initial
condition (A.3) and the boundary conditions (A.2), one finds


k

k
=

+

l

l
l a

a

-
p s

s

s
, . A.41

1

,
ˆ̃ ( )

∣ ∣
( )

Here we use the property of the Laplace transform for the Caputo derivative [38]

 = -l l l-D f t s f t s f 0 . A.5C t
1[ ( )] [ ( )] ( ) ( )

From the inverse Laplace transform, by employing formula [27]

  =b
a b

a
a b

a
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
t E at

s

s a
, A.61

,[ ( )] ( )

for R > as a 1( ) ∣ ∣ , where a bE z, ( ) is the two parameter Mittag–Leffler function (B.12), it
follows

k k= -l l a
l ap t E t, . A.71 ,˜ ( ) ( ∣ ∣ ) ( )

Here lE z( ) is the one parameter Mittag–Leffler function (B.12). From relations (B.13) and
(B.3), and the Fourier transform formula (B.6), one obtains the solution of equation (A.1) in
terms of the Fox H-function (B.1) [28, 46]:
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From the solution (A.8), by using relation (B.5), we obtain the fractional moments (16) [46]
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Appendix B. Fox H-function and Mittag–Leffler functions

B.1. Fox H-function

A detailed description of the Fox H-function and its application can be found in [30, 31].
The Fox H-function is defined in terms of the Mellin–Barnes integral
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with  n p0 ,  m q1 , Îa b C,i j , Î +A B R,i j , = ¼i p1, , , and j = 1,K, q. The
contour Ω, starting at c−¥i and ending at c+ ¥i , separates the poles of the function
G +b B sj j( ), = ¼j m1, , from those of the function G - -a A s1 i i( ), i = 1,K, n.
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The Fox H-function has the following properties
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where m 1, and >p n.
The Mellin transform of the Fox H-function is given by
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where q x( ) is defined in relation (B.1).
The Mellin-cosine transform of the Fox H-function is given by
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where
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The following Laplace transform formula is true for the Fox H−function
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The Bessel function of third kind nK z( ) is a special case of the Fox H-function
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Series representation of modified Bessel function of the second kind is given by
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For a special case of parameters of the Fox H-function, one obtains
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B.2. Mittag–Leffler functions

The two parameter Mittag–Leffler function is defined by [27]
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The one parameter Mittag–Leffler function aE z( ) is a special case of the two parameter
Mittag–Leffler function if we set b = 1.

The two parameter Mittag–Leffler function (B.12) is a special case of the Fox H-function
[31]
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Appendix C. Weierstrass function

Here we will show that the discrete, fractal distribution of fingers, can be constructed by
means of the Weierstrass function. We will follow the approach recently used in [40], where it
is shown that the fractal structure of backbones corresponds to the Weierstrass function inside
the backbones. Let us consider equation (2), where the last term is given by
 då -¶
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The last term in this equation means that the diffusion along the y axis occurs on infinite
number of fingers located at =x lj, = ¼j 1, 2, ,  < < < <l l l0 ... ...N1 2 , at positions x
which belong to the fractal set nS with fractal dimension n< <0 1, and wj are structural
constants such that
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The summation in the last term of equation (C.1), is a summation over a fractal set nS . In order
to obtain the Weierstrass function we follow the procedure given in [40, 44]. Therefore, we
use that = -wj

l b
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j( ) , where >l b, 1, - l b b (l and b are dimensionless scale
parameters), from where we find
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as it should be for the structural constants (C.2). From (33) and (C.3) it follows
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j, k k= - ¢z Lx x( ) , and = =l L 11 . From here one obtains [40]
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and by neglecting the last term ( - l b b), the following scaling is found

Y Yz l
l

b
z . C.6( ) ( ) ( )

This means that Y ~ n-z
z

1
1( ) ¯ , where n = b llog log¯ , n< <0 1¯ , is the fractal dimension.

From here, for the last term in (C.1) we have
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which is the Riesz fractional integral [38] in the reciprocal Fourier space.
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